SymMC: Approximate Model Enumeration and Counting Using Symmetry Information for Alloy Specifications

Wenxi Wang  
The University of Texas at Austin  
Austin, Texas, USA  
wenxiw@utexas.edu

Kenneth L. McMillan  
The University of Texas at Austin  
Austin, Texas, USA  
kenmcm@cs.utexas.edu

Yang Hu  
The University of Texas at Austin  
Austin, Texas, USA  
huyang@utexas.edu

Sarfraz Khurshid  
The University of Texas at Austin  
Austin, Texas, USA  
khurshid@ece.utexas.edu

ABSTRACT
Specifying and analyzing critical properties of software systems plays an important role in the development of reliable systems. Alloy is a mature tool-set that provides a first-order relational logic for writing specifications, and a fully automatic powerful backend for analyzing the specifications. It has been widely applied in areas including verification, security, and synthesis.

Symmetry breaking is a useful approach for pruning the search space to efficiently check the satisfiability of combinatorial problems. As the backend solver of Alloy, Kodkod does the partial symmetry breaking (PaSB) for Alloy specifications. While full symmetry breaking remains challenging to scale, a recent study showed that Kodkod PaSB could significantly reduce the model counting time, albeit at the cost of producing only partial model counts. However, the desired term is either the isomorphic count under no symmetry breaking, or the non-isomorphic models/count under full symmetry breaking. This paper presents an approach called SymMC, which utilizes the symmetry information to compute all the desired terms for Alloy specifications. To make SymMC scalable, we propose approximate algorithms based on sampling to estimate the desired terms. We show that our proposed estimators have consistency and upper bound properties. To our knowledge, SymMC is the first approach that automatically approximates non-isomorphic model enumeration/counting for Alloy specifications. Thanks to the non-isomorphic model counting, SymMC also provides the first automatic quantification measurement on the solution space pruning ability of Kodkod PaSB. Furthermore, empirical evaluations show that SymMC provides a competitive isomorphic counting approach for Alloy specifications compared to the state-of-the-art model counters.

1 INTRODUCTION
Alloy [27] is a specification language combining first-order logic with relational algebra. Alloy and its analyzer have been widely used for complex system modeling in a variety of fields such as security [2, 56], system analysis and verification [8, 28, 43], and design [3, 6, 7]. In the backend, Alloy analyzer is supported by a highly optimized constraint solver called Kodkod [54], which does symmetry breaking at the problem domain level and efficiently translates Alloy specifications into SAT formulas. To check the satisfiability of Alloy specifications, Alloy analyzer calls its off-the-shelf SAT solvers to solve the SAT formulas.

A symmetry is a permutation of atoms in a problem’s universe that takes models of the problem to other models, and non-models to other non-models. Kodkod performs static symmetry breaking where the symmetry breaking predicates (SBPs) [13] are pre-generated and added to the original SAT formula. Unfortunately, generating a full symmetry breaking predicate to make exactly one representative per isomorphism class is NP-complete [13]. Regarding this, Kodkod generates a partial SBP which is true of at least one (typically more than one) representative per isomorphism class.

This paper focuses on addressing three challenging problems for Alloy specifications by exploiting the Kodkod PaSB.

Non-Isomorphic Model Enumeration Non-isomorphic models are often desirable because they amount to a significant computational save without reducing the effectiveness of achieving the goal. For example, non-isomorphic test inputs save a significant amount of time to test the program without reducing the code coverage. A
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lot of work has been done to efficiently enumerate non-isomorphic models in various kinds of areas such as test generation [32, 42, 59], configurations of robotics [11, 34], and graphs [37, 41, 55]. To our knowledge, there is only one existing tool called TestEra [29, 31, 35] that utilizes Alloy to generate non-isomorphic test inputs for Java programs. However, this approach has one limitation: it requires users to manually add the symmetry breaking specification to realize the full symmetry breaking for their Alloy specifications. Motivated by this, we aim to propose a fully automated approach to enumerate non-isomorphic models for Alloy specifications without requiring manual input from users.

**Quantification Measurement of Kodkod Partial SBPs** Kodkod partial SBPs are often effective—they are often able to rule out a large fraction of models from each isomorphism class. However, the pruning ability of Kodkod partial SBPs is unpredictable, which means that the partial SBPs can result in totally different ruled-out fractions for different input problems. Shlyakhter et al. did some initial measurements for the effectiveness of the partial SBPs applied on only a few examples with the known number of isomorphism classes [48]. However, to our knowledge, no work has been done to automatically measure the effectiveness of Kodkod partial SBPs for an arbitrary Alloy specification due to the difficulty of counting the number of isomorphism classes of the specification. Regarding this, we aim to automatically measure the pruning ability of the applied Kodkod partial SBPs for an arbitrary Alloy specification, by getting the non-isomorphic count for the specification.

**Isomorphic Model Counting** Model counting is a classical problem of computing the number of models of a given formula. Projected model counting [4] is a kind of model counting problem which counts only the unique models with respect to designated variables. Consider a simple SAT formula $(x_1 \lor x_2) \land (x_3 \lor \neg x_4)$, the projected model count over variables $x_1$ and $x_2$ is 3; over variables $x_1$ and $x_4$ is 4. There have been several recent works in doing model counting for Alloy specifications [57, 60, 62]. The model counting for Alloy specifications belongs to projected model counting, which counts the number of satisfiable models of the translated SAT formulas over only primary variables (i.e., the variables directly encoding Alloy specification components) excluding auxiliary variables introduced during the translation. A recently published tool called AlloyMC [62] has added off-the-shelf projected model counters to the Alloy backend. A recent study [60] found that Kodkod partial SBPs can substantially reduce the counting time taken by the state-of-art model counters for counting satisfiable models of Alloy specifications. However, the addition of partial SBPs means that the reported counts are accurate only with respect to partial symmetry breaking (PaSB). Indeed, it is the isomorphic count (i.e., the model count with no symmetry breaking) that is commonly desirable. Inspired by the findings of the study, we aim to efficiently get the isomorphic count for Alloy specifications by utilizing the Kodkod partial SBPs.

We propose an automated tool called SymMC to solve all these three challenging problems by solving two key technical problems: the non-isomorphic model enumeration/counting and the isomorphic model counting for Alloy specifications. The two technical problems are in general hard problems—they would quickly become intractable as the number of all possible permutations in the input problem increases substantially. Regarding this, the core idea inside SymMC is to efficiently approximate the non-isomorphic models and the isomorphic model count, by sampling the permutations instead of considering all possible permutations.

We first convert the non-isomorphic model enumeration problem into a graph theory problem. The non-isomorphic models can be over-approximated through the *weakly connected components* of the converted graph which are constructed by the randomly sampled permutations. Based on the formulation, we propose our non-isomorphic model estimator and show that the estimator is able to provide high approximation accuracy. The isomorphic counting estimator is built upon the non-isomorphic model estimator. We formulate the isomorphic counting problem into a statistical inference problem. Based on the formulation, we then propose our isomorphic counting estimator based on the simple random sampling. We prove that both estimators provide the upper bound/over-approximation of the count/enumeration and have consistency property. Finally, we present two practical approximate algorithms of SymMC for realizing the two estimators, respectively.

We evaluate SymMC mainly in two aspects: the approximation efficiency and the approximation accuracy. To do the empirical evaluation, we collect 110 Alloy specifications as our subjects from four sources relating to a variety of real-world applications such as security, protocols and test generation. For non-isomorphic model approximation, experimental results show that SymMC successfully solves 73 subjects within the standard time limit of 5,000 seconds; for all those subjects, SymMC approximates with surprisingly zero error rate. For quantification measurement of the Kodkod partial SBP, SymMC found that its pruning ability is often effective and even perfect in some subject types (e.g., n-Queen problems), while its ability is sometimes very limited in other subjects (e.g., singly linked list data structure). For isomorphic model counting, experimental results show that SymMC is more efficient than the state-of-the-art exact counter GANAK [47] in 77.2% subjects and the state-of-the-art approximate counter ApproxMC [51] in 79.5% subjects; SymMC approximates with lower error rate than ApproxMC in 95.6% subjects. The source code of SymMC is publicly available at https://github.com/wenxiwang/SymMC-Tool.

The contributions of this paper are:

- **Idea.** We introduce the idea of utilizing symmetry information and permutation sampling to approximate the non-isomorphic model enumeration and isomorphic counting for Alloy specifications.
- **Approximate Non-isomorphic Enumeration.** To our knowledge, SymMC is the first to do automatic non-isomorphic model enumeration for Alloy specifications.
- **Quantification Measurement.** SymMC provides an automatic way of measuring the pruning ability of the Kodkod partial SBPs for an arbitrary Alloy specification.
- **Approximate Isomorphic Counting.** We present an approximate isomorphic counting algorithm based on sampling which is competitive with state-of-the-art counters.

2 RELATED WORK

For non-isomorphic model enumeration for Alloy specifications, the most related tool is TestEra [29, 31, 35] which applies Alloy as
Alloy backend and provides a GUI which invokes these counters to count. Besides the recent study [60] by Wang et al. as discussed above, we are only aware of one very recent paper by Bremen et al. [58], which is closely related to our paper. The authors exploited the inherent symmetry exhibited in combinatorial problems for component caching-based model counters. Their approach is implemented in a propositional counter called SymGanak. There are two main differences between SymMC and SymGanak: 1) SymMC presents a specialized counting approach for Alloy specifications which can do both non-isomorphic model enumeration/counting and isomorphic counting, while SymGanak can only do the isomorphic counting for propositional formulas; 2) SymGanak exploits symmetry dynamically among the components encountered during counting, while SymMC dose its counting based on the static symmetry info. In addition, the current implementation of SymGanak does not support projected model counting1.

3 BACKGROUND

We introduce the basics of Alloy specifications and Kodkod partial symmetry breaking for Alloy specifications, using a simple illustrative example in Figure 1.

3.1 Alloy Specifications

An Alloy specification usually consists of three key components: signature declarations which define sets or relations, constraint paragraphs which define the constraints over the signatures, and commands which provide instructions for the Alloy analyzer to carry out various analyses. Figure 1 shows a specification example which aims to generate a cyclic linked list. A signature (keyword sig) named Node represents a set of atoms (line 1). In the body of the signature declaration, the field named link represents a binary relation over the Node set (i.e., link ⊆ Node × Node). Here, the keyword one means that for any atom n ∈ Node, there exists exactly one atom n′ ∈ Node satisfying that (n, n′) ∈ link. A predicate Cyclic defines a constraint saying that all nodes are reachable from every node n (keyword all) following one or more traversals (symbol ‘) along with the link (line 2-4). The run command requests the Alloy analyzer to search for an instance (i.e., a model) of the predicate Cyclic. Here, Node means that the Node set contains at most 5 atoms. Given a specification, the Alloy analyzer invokes the backend constraint solver called Kodkod [54] to translate it into a SAT formula. The formula is then solved by an off-the-shelf SAT solver to check the satisfiability of the predicate constraint. For more details of Alloy, please refer to the book [27].

1Please refer to the discussion at: https://github.com/meelgroup/ganak/issues/14
3.2 Kodkod Partial Symmetry Breaking for Alloy Specifications

As a backend solver of Alloy, Kodkod [54] is an efficient constraint solver, which supports partial symmetry breaking at the problem domain level [49, 53].

Kodkod Translation on Relations When Kodkod translates an Alloy specification into a SAT formula, it treats every relation as a matrix of Boolean variables [26]. The dimension of the matrix equals to the relation’s arity. A signature (i.e., a set of atoms) is specially viewed as a unary relation and is represented by a vector. The vector and the matrix representing the Node and 1ink relations respectively in the illustrative example are shown in Figure 2 (each Boolean variable is indexed with a unique number). Since the run command defines that at most 5 atoms are in the Node relation, the Node relation is represented by a vector with length 5; the 1ink relation which maps Node to Node is represented by a 5 × 5 matrix.

Symmetry Type, Permutations and Transpositions Kodkod symmetry detection for Alloy specifications is straightforward: the symmetry of Alloy specifications happens in each declared signature that can contain more than one atom. In Kodkod, such signature is called a symmetry type. In the illustrative example, the Node signature is a symmetry type. The interchange of any atoms within symmetry types is taken as one permutation. Figure 2 shows four permutations of the illustrative example. The top left of Figure 2 shows one permutation which interchanges atom 1 and atom 2 in the symmetry type Node; the variables in row 1 and row 2, and column 1 and column 2 of the 1ink relation matrix are also exchanged correspondingly (as indicated by the red arrows), since the 1ink relation has the symmetry type Node in both dimensions. A permutation can be represented as a set of transpositions (i.e., permutations which only exchange two atoms and keep all others fixed). For example, all the permutations shown in Figure 2 are actually transpositions.

Partial Symmetry Breaking Kodkod performs partial symmetry breaking using the lexicographical order (lex-order) predicate [53]. For each symmetry type, Kodkod defines a lex-order predicate over all its atoms. The predicates over atoms are then transformed into the lex-order predicates over the variables in relation matrices which contain the symmetry type. Figure 2 shows all four permutations of the example that are explicitly eliminated by Kodkod defined lex-order predicates. To eliminate the permutation (1, 2) shown in the top left of Figure 2, Kodkod defines the lex-order predicate over atoms that atom 1 is lex-smaller (denoted as \( \leq_{\text{lex}} \)) than atom 2 in the symmetry type Node. This defines the lex-order of the variables in the relation matrix 1ink: variables in row 1 are lex-smaller than the corresponding variables in row 2, which also applies to column 1 and column 2. Thus, the lex-order predicate over atoms (atom 1 \( \leq_{\text{lex}} \) atom 2) is equivalent to the lex-order predicate over variables in relation matrices: (1 \( \leq_{\text{lex}} \) 2) ∧ (6 \( \leq_{\text{lex}} \) 12) ∧ (7 \( \leq_{\text{lex}} \) 11) ∧ (8 \( \leq_{\text{lex}} \) 13) ∧ (9 \( \leq_{\text{lex}} \) 14) ∧ (10 \( \leq_{\text{lex}} \) 15) ∧ (16 \( \leq_{\text{lex}} \) 17) ∧ (21 \( \leq_{\text{lex}} \) 22) ∧ (26 \( \leq_{\text{lex}} \) 27). This way, by transforming the predicate over atoms: (atom 1 \( \leq_{\text{lex}} \) atom 2) ∧ (atom 2 \( \leq_{\text{lex}} \) atom 3) ∧ (atom 3 \( \leq_{\text{lex}} \) atom 4) ∧ (atom 4 \( \leq_{\text{lex}} \) atom 5) into the predicate over variables, the Kodkod symmetry breaking predicate is created, with which all four permutations in Figure 2 are explicitly eliminated.

As shown in the example, Kodkod only explicitly considers eliminating a linear number of permutations in each symmetry type, which might implicitly eliminate other permutations. Although efficient, there is no guarantee to break all symmetries. As shown in Figure 3, two satisfying models under the defined SBP are isomorphic to each other (circled by the red dashed line). In sum, Kodkod’s partial symmetry breaking is based on heuristics, and there is no characterization of what portion of permutations is eliminated by the defined SBP.

4 SYMMC

Given that the pruning ability of Kodkod SBPs is unpredictable, instead of only considering the permutations that are explicitly eliminated by the Kodkod SBPs, SymMC enhances Kodkod to extract the symmetry information which is able to generate all possible permutations. It then samples permutations which are usually much larger than the permutations explicitly eliminated by Kodkod SBPs, using well-designed algorithms with theoretical guarantees to approximate the non-isomorphic model set/count and the isomorphic model count.

4.1 Overview

The overview of SymMC is shown in Figure 5. The input of SymMC is an arbitrary Alloy specification. SymMC has three key functionalities which correspond to three outputs: the non-isomorphic models/count of the specification, the isomorphic model count of the specification, and the quantification metric in evaluating the pruning ability of the applied Kodkod partial SBP. In order to realize these functionalities, SymMC consists of three modules: 1) enhanced Kodkod which not only encodes the Alloy specification under PaSB into a SAT formula (with primary variables indicated), but also extracts the symmetry info of the specification; 2) the all-satisfiable model enumerator which generates all the satisfying models projected over primary variables under PaSB; 3) the estimator module including the two estimators for approximating the non-isomorphic model set/count and the isomorphic model count, respectively. The quantification metric is the by-product of the non-isomorphic estimator. The following subsections introduce these three modules in detail.
4.2 Enhanced Kodkod with Symmetry Info Extraction

The enhanced Kodkod module can not only perform partial symmetry breaking but also extract the symmetry info of the input specification, with which all possible permuted models of a given model can be efficiently generated. To illustrate why and how we enhance Kodkod for symmetry info extraction, we first present how one permuted model of a given model is created with the symmetry info available from the vanilla Kodkod; we then show that extra symmetry info is needed for efficient permuted model generation.

With our illustrative example, we explain how the permuted model $m_2$ of a given model $m_1$ is obtained under permutation (1, 2), as shown in Figure 4. As mentioned above, the detailed info of the permutation (1, 2) w.r.t. the symmetry type Node is a transposition list of the corresponding Boolean variables in Node and Link: (1, 2), (6, 12), (7, 11), (8, 13), (9, 14), (10, 15), (16, 17), (21, 22), and (26, 27). For the model $m_1$, values of the Boolean variables in each transposition in the list are exchanged to obtain the permuted model $m_2$ under the permutation (1, 2).

As known, every permutation can be decomposed as products of a linear number of transpositions of any two atoms, while every permutation can be decomposed as products of a quadratic number of nearest-neighbor transpositions (i.e., the transpositions of two atoms which are next to each other). As illustrated in Section 3, Kodkod only considers nearest-neighbor transpositions for each symmetry type (e.g., (1, 2), (2, 3), (3, 4) and (4, 5) in our example). To get a simple decomposition of any permutation in the example, besides the nearest-neighbor transpositions, we also need the info (i.e., the transposition list of the corresponding Boolean variables) of other transpositions (e.g., (1, 3), (1, 4), (1, 5), (2, 4), (2, 5), and (3, 5) in our example). In sum, to efficiently generate any permuted model w.r.t. one symmetry type, we need the info of transpositions of any two atoms in that type. Thus, we enhance Kodkod to extract the info of all possible transpositions for each symmetry type. A permuted model w.r.t. all symmetry types $A_1, \ldots, A_n$ is obtained with the combination of the permutation in each type, thus the number of all permutations is $\prod_{i=1}^{n} |A_i|!$, which is usually a huge number. Therefore, the naive non-isomorphic model enumeration/counting approach as well as the naive isomorphic counting approach could quickly fail when the number increases substantially. In Section 4.4 and Section 4.5, we will introduce how SymMC utilizes permutation sampling to make it scalable.

4.3 The AllSAT Model Enumerator

Generating all satisfiable models (AllSAT for short) is a variant of the propositional satisfiability problem. According to the recent survey [52], AllSAT solvers can be classified into three categories: blocking clause-based, chronological backtracking-based and Binary Decision Diagram (BDD)-based. The blocking clause-based AllSAT solver is the most typical and easiest to implement. It iteratively computes satisfying models using a traditional Boolean satisfiability (SAT) solver and adds blocking clauses which are the complement of the already enumerated models. In the current implementation of SymMC, we build a blocking clause based AllSAT solver on top of a classic SAT solver called MiniSat-2.2.0 [16] to enumerate projected models over primary variables for the SAT formula encoding the input Alloy specification under PaSB.

4.4 The Non-Isomorphic Model Estimator

One key functionality of SymMC is to approximately enumerate/count the non-isomorphic models for the input Alloy specification, with its model set under PaSB (denoted as $M_P$) produced by All-SAT enumerator and the extracted symmetry info (i.e., the symmetry information containing the transpositions of any two atoms; denoted as Sym) produced by enhanced Kodkod module. We first formulate the non-isomorphic model enumeration/counting problem as a graph theory problem. We then propose our estimator and show that the estimator is able to provide high approximation accuracy thanks to the problem formulation. Finally, we present a practical approximate model enumeration/counting algorithm realizing the estimator.

4.4.1 The Estimator

**Problem Definition 1.** Let $E$ be the set of all possible permutations. Let $f(m, e)$ be a function which outputs a permuted model by applying a permutation $e \in E$ to a model $m \in M_P$. Let $\preceq_F$ be an equivalence relation on $M_P$ such that $m \preceq_F m'$ iff $\exists e \in E. f(m, e) = m'$. The goal is to count the number of equivalence classes defined by $\preceq_F$, which is the non-isomorphic model count $C_F$; and to select one model from each equivalence class to create a non-isomorphic model set $M_F$.

The non-isomorphic model enumeration/counting problem can be converted into a graph theory problem defined as follows.

**Problem Definition 2.** The equivalence relation $\preceq_F$ on $M_P$ can be represented as a directed graph $G(M_P, \preceq_F)$, where each node represents a model in $M_P$, and each edge from the node of $m \in M_P$ to
The graph $\hat{G}$ shows two components of the graph, each of which is non-isomorphic. One node in each weakly connected component is arbitrarily selected, and the models represented by these nodes constitute a non-isomorphic model $M_F$. The non-isomorphic count $C_F$ is equal to the number of weakly connected components in the graph. One node in each weakly connected component is arbitrarily selected, and the models represented by these nodes constitute a non-isomorphic model $M_F$.

**Theorem 1.** Let $\hat{\hat{G}}$ be a relation on $M_F$, such that $m \hat{\rightarrow} F m'$ iff $\exists e \in \hat{E}, f(m, e) = m'$, where $\hat{E}$ is a sample of $E$. The relation $\hat{\rightarrow} F$ on $M_F$ can be represented by a directed graph $G(M_F, \hat{\hat{G}})$. Let $C_F'$ be the number of weakly connected components in the graph $G(M_F, \hat{\hat{G}})$. One node in each weakly connected component of $G(M_F, \hat{\hat{G}})$ is arbitrarily selected, and let $\hat{M}_F$ be the set of models represented by the selected nodes. $\hat{C}_F$ is the upper bound of $C_F$; and $\hat{M}_F$ is the over-approximation of $M_F$, meaning that for any model $m \in M_F$, there exists a model $m' \in M_F$ such that $m = F m'$.

**Proof.** According to the definitions of $\hat{\rightarrow} F$ and $\hat{\hat{G}}$, if $m \hat{\rightarrow} F m'$ then $m = F m'$. Therefore, all edges in $G(M_F, \hat{\hat{G}})$ are also in $G(M_F, \hat{\hat{G}})$. Thus, the weakly connected components in $G(M_F, \hat{\hat{G}})$ are no more than those in $G(M_F, \hat{\hat{G}})$, thus $\hat{C}_F \geq C_F$.

We prove $\hat{M}_F$ is the over-approximation of $M_F$ by contradiction. Assume $\hat{M}_F$ is not the over-approximation of $M_F$, meaning that there exists a model $m \in M_F$, for any model $m' \in M_F$ such that $m \neq F m'$. Therefore, if $m = F m'$ then $m' \notin M_F$, which means $\hat{M}_F$ does not include any models in the equivalence class of $m$ w.r.t. $F$. This contradicts the definition of $\hat{M}_F$.

Constructing the graph $G(M_F, \hat{\hat{G}})$ is equivalent to deleting the edges of the graph $G(M_F, \hat{\hat{G}})$ corresponding to the unsampled permutations.

**Theorem 2.** $\hat{M}_F \rightarrow F M_F$ and $\hat{C}_F \rightarrow C_F$ when $\hat{E} \rightarrow E$. Here, $\rightarrow F$ refers to the convergence w.r.t. $F$.

**Proof.** According to the definitions of $\hat{\hat{G}}$ and $\hat{\hat{G}}$, if $\hat{E} \rightarrow E$, then $\hat{\hat{G}} \rightarrow F$. Therefore, we have $\hat{M}_F \rightarrow F M_F$ and $\hat{C}_F \rightarrow C_F$.

In sum, we use $\hat{C}_F$ as the estimator of $C_F$, which provides the upper bound of $C_F$; and $\hat{M}_F$ as the estimator of $M_F$, which provides the over-approximation of $M_F$. As shown in Theorem 2, they both have the consistency property. It is important to note that the consistency property can be achieved when $|\hat{E}|$ is much smaller than $|E|$. Because each weakly connected component w.r.t. $F$ is in fact fully connected (i.e., every two nodes in the component are directly and mutually connected), for which randomly deleting a large number of edges might still preserve the weak connectivity. This explains SymMC surprisingly high estimation accuracy for non-isomorphic model enumeration and counting, as shown in Section 5. Figure 6 shows a conceptual example to illustrate our intuition, where after randomly deleting 85% of the edges in a fully connected graph with two components, its weak connectivity still preserves.

**4.4.2 The Algorithm.** The practical algorithm based on the proposed estimators for approximating the non-isomorphic models or count is presented in Algorithm 1. Initially, the permutation sample set $\hat{E}$ is set to empty (line 2), and the graph $G(M_F, \hat{\hat{G}})$ is constructed with only nodes representing the models under PaSB and no edges (line 3–4). In addition, the sample size is initialized based on the total number of permutations and the initial sample ratio, using the `setSampleSize` function, which is shown in Algorithm 2 (line 5).

The general idea of the algorithm is to incrementally add edges to the graph based on each round of sampled permutations and update the estimated non-isomorphic model set and count iteratively. To do so, in each round, a set of new permutations $\Delta$ is randomly sampled from the total permutation set $E$ without replacement (line 8); $\Delta$ is then used to generate permuted models in $M_F$ (line 10) and add new edges to the graph (line 11); The Union-Find algorithm...
Algorithm 2 SymMC permutation sample size setting.

```
Input: perms number totalperm; the sampling rate ratio.
Output: the sample size sampsize
Parameters: sample size range \([\minperm, \maxperm]\)

1: procedure SETSAMP_SIZE(totalperm, ratio)
2: if totalperm \leq \minperm then
3: return totalperm
4: end if
5: \(\alpha \leftarrow \) totalperm \cdot ratio
6: if \(\alpha < \minperm\) then
7: return \(\minperm\)
8: end if
9: if \(\alpha \leq \maxperm\) then
10: return \(\alpha\)
11: end if
12: return \(\maxperm\)
13: end procedure
```

\[\] is then performed on the graph \(G(M_F, \hat{\xi}_F)\) to find its weakly connected components and construct \(M_F\) (line 13)\(^2\); The sampled permutation set \(\hat{E}\) gets updated with the set of new permutations \(\Delta\) (line 14). As the number of added edges grows, the number of weakly connected components decreases, so as the estimated count. The approximation process continues until the decrease of the estimated count is not significant under the early stopping criterion \(\theta\) or all permutations have been sampled (line 16).

Algorithm 2 shows the details of how we set the sample size given the total permutation number \(\text{totalperm}\) and the sampling rate \(\text{ratio}\). The idea is that if the total permutation number is smaller than the threshold \(\minperm\), we utilize all the permutations without doing the sampling (lines 2-4); otherwise, we first set the sample size based on the sampling rate and normalize it within a parameterized range \([\minperm, \maxperm]\) (lines 5-12).

4.4.3 The Quantification Metric. There is a by-product of the non-isomorphic model approximation, which is the quantification metric for approximately evaluating the pruning ability of the applied Kodkod partial symmetry breaking predicate. Inspired by Shylakhtar [48], we define the metric as the ratio of non-isomorphic count to the count under PaSB: \(\frac{\hat{\xi}_F}{|M_F|}\). The range of the metric is \((0,1]\). Larger value indicates higher pruning ability. The value of 1 indicates that the Kodkod partial SBP is actually doing full symmetry breaking. Note that since \(\hat{\xi}_F\) is the upper bound of \(C_F\), the metric is an optimistic estimation in evaluating the pruning ability.

4.5 The Isomorphic Count Estimator

The isomorphic count estimator takes \(M_F\) and \(\text{Sym}\) as inputs. It first utilizes the non-isomorphic model estimator to generate the estimated non-isomorphic model set \(\hat{M}_F\). Based on \(\hat{M}_F\), the isomorphic counting problem is formulated as a statistical inference problem, where the desired isomorphic count denoted by \(\hat{C}_N\) is estimated using simple random sampling techniques [45] (Chapter 7.3, Page 202-220). We show that the estimator of the estimator provides the upper bound of the isomorphic count and has consistency property.

4.5.1 The Estimator.

**Problem Definition 3.** Let \(\equiv_N\) be an equivalence relation on \(M_F \times E\) such that \((m, e) \equiv_N (m', e')\) if \(f(m, e) = f(m', e')\). Our goal is to calculate the number of equivalence classes defined by \(\equiv_N\), which is the count \(C_N\).

**Lemma 1.** Let \(I : E \rightarrow \{1, \ldots, |E|\}\) be a permutation ordering function which returns the index of a permutation in \(E\) based on a predefined ordering of the permutations in \(E\). Let \(\mathcal{G}_N : M_F \times \mathcal{E} \rightarrow \{0, 1\}\) be a global labeling function over all model-permutation pairs:

\[
\mathcal{G}_N(m, e) = \begin{cases} 
0, & \exists e' \in \mathcal{E}, I(e') < I(e) \land (m, e) \equiv_N (m, e') \\
1, & \text{otherwise}.
\end{cases}
\]

Thus, we have \(C_N = \sum_{m \in M_F} \sum_{e \in \mathcal{E}} \mathcal{G}_N(m, e)\).

**Proof.** First, we prove that for any \(m, m' \in M_F\) and \(e, e' \in \mathcal{E}\), if \(m \neq m'\) then \((m, e) \equiv_N (m', e')\) by contradiction. Assuming there exists \(m, m' \in M_F\) and \(e, e' \in \mathcal{E}\) such that \(m \neq m' \land (m, e) \equiv_N (m', e')\). By the definition of \(\equiv_N\), we have \(f(m, e) = f(m', e')\). We then have \(f(m, ee^{-1}) = m'\), thus \(m = m'\). By the definitions of \(\equiv_N\) and \(M_F\), we know that if \(m, m' \in M_F\) and \(m = m'\) then \(m = m'\). This contradicts to \(m \neq m'\).

Thus, we have the number of the equivalence classes (w.r.t. \(\equiv_N\)) in \(M_F \times \mathcal{E}\), which is \(C_N\), is the sum of the number of the equivalence classes (w.r.t. \(\equiv_N\)) in \(|m| \times \mathcal{E}\) for every \(m \in M_F\). For each \(m \in M_F\), the number of equivalence classes (w.r.t. \(\equiv_N\)) in \(|m| \times \mathcal{E}\) is the sum of all labels \(\sum_{e \in \mathcal{E}} \mathcal{G}_N(m, e)\). Because the model-permutation pair with the smallest permutation index in each equivalence class (w.r.t. \(\equiv_N\)) is taken as the representative of that class and labeled as 1, and the rest pairs are labeled as 0. Thus, we have \(C_N = \sum_{m \in M_F} \sum_{e \in \mathcal{E}} \mathcal{G}_N(m, e)\).

**Theorem 3.** Let \(\hat{E}\) be a set of permutations uniformly sampled from \(\mathcal{E}\). One estimator of \(C_N\) is \(\hat{C}_N = \frac{|E|}{|\hat{E}|} \sum_{m \in M_F} \sum_{e \in \hat{E}} \mathcal{G}_N(m, e)\). \(\hat{C}_N\) is an unbiased estimator of \(C_N\).

**Proof.** Let \(\hat{\mu}_m = \frac{1}{|\hat{E}|} \sum_{e \in \hat{E}} \mathcal{G}_N(m, e)\) be the mean of the labels over \(|m| \times \hat{E}\), and \(\hat{\mu}_m = \frac{1}{|\hat{E}|} \sum_{e \in \hat{E}} \mathcal{G}_N(m, e)\) be the mean of labels over \(|m| \times \mathcal{E}\). Based on the properties of simple random sampling [45] (Chapter 7.3, Page 205), we have \(\mathbb{E}(\hat{\mu}_m) = \mu_m\). Thus, we have

\[
\mathbb{E}(\hat{C}_N) = |\mathcal{E}| \sum_{m \in M_F} \mathbb{E}(\hat{\mu}_m) = \sum_{m \in M_F} |\mathcal{E}| \hat{\mu}_m = C_N.
\]

However, the labeling via the global labeling function \(\mathcal{G}_N\) could be expensive when the permutation size becomes large. To make it scalable, we propose a sample labeling function \(\hat{\mathcal{G}}_N\) as follows, with which the labeling is done only w.r.t. the model-permutation pairs in \(M_F \times \hat{E}\).
Theorem 4. Let \( \hat{M}_F \) be the estimated non-isomorphic model set generated by our non-isomorphic model estimator. Let \( \hat{I} : \hat{E} \mapsto \{1, \ldots, |\hat{E}|\} \) be a sample ordering function which returns the index of a sampled permutation in \( \hat{E} \) based on a predefined ordering of the permutations in \( \hat{E} \). Let \( \hat{G}_N \) be a sample labeling function:

\[
\hat{G}_N(m, e) = \begin{cases} 
0, & \exists e' \in \hat{E}, \hat{I}(e') < \hat{I}(e) \land (m, e) \equiv_N (m, e') \\
1, & \text{otherwise}.
\end{cases}
\]

One estimator of \( C_N \) is defined as

\[
\hat{C}_N^\star = \frac{|E|}{|\hat{E}|} \sum_{m \in M_F} \sum_{e \in \hat{E}} \hat{G}_N(m, e).
\]

Next, for each \( m \in M_F \), we divide model-permutation pairs of \( (m) \times \hat{E} \) into equivalence classes w.r.t. \( \equiv_N \): if we label the pairs via \( \hat{G}_N \), there is exactly one pair labeled as 1 for each equivalence class (w.r.t. \( \equiv_N \)); if we label the pairs via \( \hat{G}_N \), there is at most one pair labeled as 1 for each equivalence class (w.r.t. \( \equiv_N \)). Thus, we have

\[
\sum_{e \in \hat{E}} \hat{G}_N(m, e) \geq \sum_{e \in \hat{E}} G_N(m, e).
\]

Based on Inequation 1, Inequation 2 and Theorem 3, we have

\[
\mathbb{E}(C_N^\star) \geq \mathbb{E}(\frac{|E|}{|\hat{E}|} \sum_{m \in M_F} \sum_{e \in \hat{E}} G_N(m, e)) = \mathbb{E}(\hat{C}_N) = C_N.
\]

Next, for each \( m \in M_F \), we divide model-permutation pairs of \( (m) \times \hat{E} \) into equivalence classes w.r.t. \( \equiv_N \); if we label the pairs via \( \hat{G}_N \), there is exactly one pair labeled as 1 for each equivalence class (w.r.t. \( \equiv_N \)); if we label the pairs via \( \hat{G}_N \), there is at most one pair labeled as 1 for each equivalence class (w.r.t. \( \equiv_N \)). Thus, we have

\[
\sum_{e \in \hat{E}} \hat{G}_N(m, e) \geq \sum_{e \in \hat{E}} G_N(m, e).
\]

Based on Inequation 1, Inequation 2 and Theorem 3, we have

\[
\mathbb{E}(C_N^\star) \geq \mathbb{E}(\frac{|E|}{|\hat{E}|} \sum_{m \in M_F} \sum_{e \in \hat{E}} G_N(m, e)) = \mathbb{E}(\hat{C}_N) = C_N.
\]

5 EXPERIMENTAL EVALUATION

Subjects We take the specifications from four sources as our subject, including 1) 53 specifications from Alloy standard distribution, arising from a variety of real-world applications such as security in protocols and file systems; 2) 14 specifications from Kodkod standard distribution including constraint satisfaction problems such as the graph coloring problem and the Latin squares problem; 3) n-Queen (10 specifications) and 3-Queen problems (9 specifications) from the recent study of the symmetry breaking impact in model counting [69]; 4) 30 specifications from the recent study [36] that counts the models for 6 data structures (e.g., red-black trees and double linked lists), each with 5 different scopes. In total, there are 116 specifications, out of which 6 specifications have no detected symmetries (4 from Alloy category and 2 from Kodkod category). We exclude those subjects in our experiments. Therefore, there are 110 subjects in our benchmark, including 49 subjects in Alloy category, 12 subjects in Kodkod category, 19 subjects in n-Queen category, and 30 subjects in Data Structure category.

Platform All the experiments were performed on a machine with a 3.7 GHz Intel Core i7-8070k CPU and 32 GB RAM.

Research Questions Our research questions are summarized as follows:

- RQ1: How does SymMC perform in approximating the non-isomorphic count?
- RQ2: How does SymMC perform in approximating the isomorphic count?
- RQ3: What does the quantification metric of SymMC indicate about the pruning ability of Kodkod partial SBPs?

5.1 RQ1: SymMC Performance in Approximating Non-Isomorphic Models

The Baseline Since there is no existing automatic tool for non-isomorphic model enumeration for Alloy specifications, we make an exact model enumeration and counting variant of SymMC called SymMC-exact as our baseline, by turning off the permutation sampling of SymMC (i.e., do the enumeration and counting with all possible permutations).
Evaluation Metrics We evaluate SymMC in approximating non-isomorphic models in three aspects: time efficiency, the computations saved by our permutation sampling approach, and the approximation accuracy. For time efficiency, we report the speedup of SymMC over SymMC-exact. For the amount of saved computation, we use the permutation reduction rate \( \frac{\text{totalperm} - \text{totalsamp}}{\text{totalperm}} \) as our metric. For evaluating the approximation accuracy, in line with prior work of ApproxMC, we use the error rate as \( \max\left(\frac{\text{approx}}{\text{exact}}, 1\right) - 1 \), defined based on multiplicative guarantees [10].

Parameter Settings For parameters in Algorithm 2, we set the minimal permutation sample size \( \text{minperm} \) as 2,000; and the maximum permutation sample size \( \text{maxperm} \) as 100,000. For parameters in Algorithm 1, we set the initial sample ratio \( d \) as 0.5; the sample growth rate \( r \) as 0.15; and the early stopping criterion \( \theta \) as 0.

Time Limit We use the standard time limit of 5,000 seconds in solving each subject in all categories.

The Non-Isomorphic Count Collection In order to validate the correctness and the approximation accuracy of SymMC non-isomorphic model enumeration and counting, we need to get the ground truth of the number of non-isomorphic models. For the subjects in Data Structure category and n-Queen category, we collect the non-isomorphic count in the On-line Encyclopedia of Integer Sequences (OEIS) [1] as the ground truths. For the other two categories, we get the ground truths by applying SymMC-exact with the extended time limit of 20,000 seconds.

5.1.1 Approximation Efficiency. We apply SymMC and SymMC-exact on all the subjects for enumerating the non-isomorphic models. Within the time limit, out of 110 subjects, SymMC solves 73 subjects (66.3%) while SymMC-exact solves 68 subjects (61.8%). There are no cases that cannot be solved by SymMC but solved by SymMC-exact. Note that there are 31 subjects out of the 73 subjects solved by SymMC that the total number of permutations \( \text{totalperm} \) is less than the minimal permutation sampling size \( \text{minperm} \). Based on the \( \text{setSampSize} \) function (see Section 4.4.2), for those 31 subjects, SymMC does the exact enumeration without permutation sampling as SymMC-exact. To compare the SymMC approximation efficiency with SymMC-exact, we omit such subjects and only show the results of the rest 42 subjects.

Figure 7 shows the speedup of SymMC over SymMC-exact (top) and the permutation reduction rate of SymMC (bottom) for the 42 subjects. For demonstration purposes, we sort the subjects based on the permutation reduction rate in its ascending order. We can observe that, in general, the speedup of SymMC increases as the reduction rate increases. Overall, SymMC speeds up SymMC-exact in 74.4% subjects with up to 16.1x. On average, SymMC speeds up SymMC-exact 1.9x. We notice that, for two subjects, the permutation reduction rate is near 1 which means only a very small portion of permutations are applied in the approximation. In addition, we can see that when the reduction rate is near 0 which means all permutations are applied for the approximation, the speedup is slightly below 1 which means SymMC is slightly slower than SymMC-exact. This is because there is a slight overhead for SymMC to incrementally add the permutations. In general, SymMC is able to approximate the non-isomorphic models of Alloy specifications with better time efficiency than the baseline.

5.1.2 Approximation Accuracy. For 73 solved subjects by SymMC in enumerating non-isomorphic models, the ground truths of 71 subjects are obtained. Surprisingly, SymMC approximates the non-isomorphic models with 0.0 error rate for all these 71 subjects. The results suggest that SymMC is able to approximate the non-isomorphic models with high accuracy, which is consistent with our intuition as discussed in Section 4.4.1.

5.2 RQ2: SymMC Performance in Approximating the Isomorphic Count

Baselines For comparison in getting the isomorphic count, we select two robust state-of-the-art model counters (both in their default parameter settings) as our baselines, including one exact model counter called GANAK [47], and one approximate model counter called ApproxMC [10, 51].

Evaluation Metrics We evaluate SymMC in approximating the isomorphic count in two aspects: time efficiency and the approximation accuracy. For time efficiency, we report the actual wall-clock time cost of the counters. For approximation accuracy, we apply the approximation error rate \( \max\left(\frac{\text{approx}}{\text{exact}}, 1\right) - 1 \) as used in evaluating the non-isomorphic model approximation.

Other Settings We utilize the same parameter setting and time limit of 5,000 seconds as in non-isomorphic approximation.

The Isomorphic Count Collection To evaluate the approximation accuracy, we get the ground truth of the isomorphic counts of our subjects with two tools. We apply SymMC-exact and GANAK on all the subjects with an extended time limit of 20,000 seconds.

5.2.1 Approximation Efficiency. We apply SymMC, GANAK, and ApproxMC on all the subjects for counting the isomorphic counts. Within the time limit, SymMC solves 72 subjects; ApproxMC solves 60 subjects; and GANAK solves 54 subjects, out of 110 subjects. Figure 8 shows the solving time (in seconds) of the three counters for the subjects that are solved by at least one counter (there are in
Figure 8: Solving time (in seconds) of SymMC, GANAK, and ApproxMC in getting isomorphic counts for all the subjects solved by at least one counter.

Figure 9: Cactus plot showing the behavior of SymMC, GANAK, and ApproxMC (time in seconds).

Figure 10: Error rates of SymMC and ApproxMC in approximating the isomorphic count.

results in the recent survey [52], the BDD-based AllSAT solver (mentioned in Section 4.3) is able to enumerate more than one quadrillion models, with which SymMC might be able to solve more such subjects. We will leave this possible improvement as our future work.

The results suggest that, for computing the isomorphic count, when models of the specification w.r.t. PaSB is enumerable by the AllSAT solver and there are symmetries present in the specification, SymMC could be a preferable choice. Overall, the results show that SymMC is able to approximate the isomorphic model count of Alloy specifications with better time efficiency than the baseline counters.

5.2.2 Approximation Accuracy. To evaluate the approximation accuracy of SymMC, we take the state-of-the-art approximate model counter ApproxMC as our baseline. Since GANAK is an exact model counter, we do not take GANAK as the baseline for approximation accuracy evaluation. For 72 solved subjects by SymMC, the ground truths of 64 subjects are obtained; for 60 solved subjects by ApproxMC, the ground truths of 56 subjects are obtained. The results show that SymMC solves the 64 subjects with the maximum error rate of 0.15, the minimum error rate of 0.0, and the average error rate of 0.003; ApproxMC solves the 56 subjects with the maximum error rate of 0.20, the minimum error rate of 0.0, and the average
error rate of 0.06. In addition, for 58 out of 64 subjects (90.6%), SymMC approximates the count accurately (with 0.0 error rate), while ApproxMC can approximate accurately for only one subject. To further compare SymMC and ApproxMC in terms of the accuracy in approximating the isomorphic counts, we collect all the subjects that are solved by both counters and also have the ground truth. There are in total 45 subjects. The error rate of SymMC and ApproxMC in approximating the isomorphic count of these 45 subjects is shown in Figure 10. For demonstration purposes, we sort the subjects based on the error rate of ApproxMC in the ascending order. We can clearly observe that, as the error rate of ApproxMC increases, the error rate of SymMC stays almost stable at around 0.0. In detail, for 43 out of 45 subjects (95.6%), SymMC approximates the count in a lower error rate than ApproxMC. Overall, results suggest that SymMC is able to approximate the isomorphic model count of Alloy specifications with a lower error rate than ApproxMC.

5.3 RQ3: SymMC quantification measurement

We use the 73 solved subjects by SymMC non-isomorphic enumeration as the subjects in studying SymMC quantification measurement for the pruning ability of Kodkod partial SBPs. Figure 11 shows the values of SymMC quantification metric in evaluating the pruning ability of the applied Kodkod partial SBPs for each solved subject classified by categories. For demonstration purposes, we sort the subjects within each category based on the metric value in its ascending order. Overall, the quantification metric ranges from 0.006 to 1 with an average of 0.759; and the metric value is below 0.5 in 19 subjects. To be specific, for 25 solved Alloy subjects, the quantification metric ranges from 0.041 to 1 with an average of 0.784; for 25 solved data structure subjects, the metric ranges from 0.006 to 1 with an average of 0.598; for 7 solved Kodkod subjects, the metric ranges from 0.167 to 1 with an average of 0.693; the metric is 1 for all 16 solved n-Queen subjects. The results show that the pruning ability of Kodkod partial SBPs is often effective and even perfect in many subjects (e.g., n-Queen problems), while the ability is sometimes limited in some other subjects (e.g., singly linked list data structure).

6 CONCLUSION

This paper presented a symmetry exploitation tool called SymMC, which provides the first automatic non-isomorphic models/count approximation approach for Alloy specifications and provides a competitive isomorphic count approximation approach for Alloy specifications. In addition, SymMC provides an automatic quantification measurement on the solution space pruning ability of Kodkod PaSB. We hope that SymMC could shed light on specialized model counting/enumeration for other specifications (e.g., the specifications of SAT-based finite model finders) or more generalized model counting approaches applicable to multiple kinds of specifications.
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